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ABSTRACT
This workshop will explore future work in the area of intelligent,
conversational, data-driven health interfaces both from patients’
and health care professionals’ perspectives. We aim to bring to-
gether a diverse set of experts and stakeholders to jointly discuss
the opportunities and challenges at the intersection of public health
care provisioning, patient and caretaker empowerment, monitoring
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provisioning of health care and its quality. This will require AI-
supported, conversational decision-making interfaces that adhere
to ethical and privacy standards and address issues around agency,
control, engagement, motivation, and accessibility. The goal of the
workshop is to create a community around intelligent data-driven
interfaces and create a road map for their future research.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI).
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1 BACKGROUND
The global increase of chronic health conditions, the rise in ageing
populations worldwide, and improvements in healthcare are saving
the lives of more people but leaving them with varying degrees
of disability. Moving forward, this will necessitate fundamental
adjustments in health care provisioning. Both the management and
prevention of chronic conditions requires people (supported by their
carers) to take an active role in their self-care management [35].
This includes monitoring symptoms, adhering to treatments, self-
rehabilitation, dealing with emotional concerns, reducing direct
interactions with healthcare professionals, and gradually shifting
care responsibilities to the individual [3]. Similarly, health care
professionals (HCPs) need subjective, so-called patient reported
outcomemeasures (PROM) [12] for the implementation of evidence-
based treatments and to understand longer term impacts of the care
provided. Currently, these processes rely on mandated or voluntary
[28] use of health registries for monitoring, bench-marking, and
peer comparisons between clinics, hospitals, regions, and countries.

Based on data, technology can provide many opportunities to
support 1) professionals in improving health care processes and
providing care and 2) people and their carers in their own self-care
management as part of their everyday lives [14, 31]. For the latter,
mobile and pervasive technologies for mobile (mHealth) and ubiq-
uitous health (uHealth) systems already provide a wide range of
wellness and fitness applications and clinical systems that collect
objective measures. This trend is matched by needs in the medical
field to pursue evidence-based treatments and data-driven individu-
alised healthcare including recent drives to include PROMs as part
of what the CHI community more commonly refers to as patient
generated data (PGD) [13]. PROMs need to be provided manually by
patients in, e.g., telehealth systems to gain a more comprehensive
picture about efficacy and satisfaction with treatments. However,
these systems should not relegate patients to passively monitoring
data, e.g. without access to the data [15, 29], but should encourage
mutual understanding between HCPs and patients on the extent
and potential use of tracked data [32].

Given the large amounts of data recorded and dimensions tracked,
clinicians require support from (explainable) AI based tools [1]
drawing on data visualisations, statistical analysis support, and
potentially storytelling to convince management and colleagues
to bring about change and support the construction of data-driven
clinical pathways [4, 5]. Future patient-facing tools and services

will need to motivate and support patients in their efforts to not
only track and share data with the clinicians, but also provide ad-
vice [40] and facilitate sense-making and self-reflection to support
care decision-making in daily life in collaboration with their car-
ers and HCPs [9]. Patients might further be seeking consolation,
encouragement, and other emotional support.

Creation of these novel services will require support and con-
sideration from a range of interdisciplinary actors and domains:
patients, health care professionals and clinicians, as well as ex-
perts in decision support systems, conversational user interfaces,
natural language processing (NLP), (explainable) AI, trust, ethics,
privacy, security, standardisation/interoperability, and science and
technology studies. Accessibility and adaptability will be key design
challenges to consider in relation to both patients and healthcare
professionals. On the one hand, patients with motor, cognitive, or
linguistic impairments might find it difficult to engage with stan-
dardised self-care technologies at home, and the motivational and
persuasive aspects future health interfaces will need to address
will necessitate new accessibility considerations and insights. On
the other hand, healthcare professionals might face challenges not
only engaging with poorly designed data collection tools but also
processing and securely using clinical information as well as other
socio-technical challenges [8].

To address the aforementioned challenges and enhance the active
participation of patients and healthcare professionals in the design
of these intelligent data-driven health interfaces, service designers
will need a better understanding of these stakeholders, their con-
texts, and their goals. More research is needed to create appropriate
design tools and methods to support this process. For example,
while some laudable efforts have been made towards publishing,
e.g., for older adults in general [44] with heart failure [16], accessi-
bility needs [30] and users of online health communities [17], there
is still a long way to go for having contextually situated morbidity-
specific personas. In addition, previous research has highlighted the
opportunities to use large scale data [20, 41, 44] to define personas
grouping them by similarities in goals and attitudes or using hybrid
approaches, or how personas might be co-designed with end-user
communities with access and health needs [30]. Personas should be
particularly helpful in designing conversational [23] or autonomous
agents [6] and their personalities, e.g. when emulating supportive
peers with similar impairments but should be morbidity-specific
for attitudes and advice to be of use to patients [40].

1.1 Related Workshops
This workshop builds conceptually upon prior successful work-
shops at CHI and CSCW, which have explored: human-data interac-
tion [36] (CHI 2021), supporting transitions from health technology
dependence to independence [37] (CHI 2021), self-care design [42]
(CSCW 2014), the future of care work [21] (CSCW 2021), infras-
tructuring work of patients and cargivers [10] (CHI 2019), conver-
sational agents in healthcare [24] (CHI 2020), the ethics of con-
versational user interfaces [26] (CHI 2022), individual differences
in privacy [43] (CHI 2021) and its design for vulnerable popula-
tions [27] (CHI 2020). Two workshops are particularly pertinent
to the current propsal. The first is Ongwere et al. [33]’s CHI 2022
workshop (including co-organiser Verdezoto Dias), which explored
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how we might address the management of complex health needs
through the lens of technological ecosystems – e.g., a range of
technologies to support user needs (c.f. [7], CHI 2020). The second
focused on realizing AI in healthcare [34] (CHI 2021). Our workshop
adds to this discourse by specifically focusing on the increasingly
important role of data – its collection, its presentation, and data-
supported decision making – in health interfaces for patients and
health care professionals.

2 CHALLENGES AND RESEARCH QUESTIONS
This section details a non-exhaustive list of potential topics to be
discussed using the scenarios in the user journeys of HCPs and
patients depicted in Figure 1 as individual lenses.

Agency and control: Ethical and regulatory standards are high
for decision-making that directly impacts patients’ health and care
(patient-facing) or indirectly impact them through changes in health
care provisioning (HCP-facing). For clinician-facing intelligent in-
terfaces we draw on concerns raised by Correll on automated anal-
yses, machine learning, and provenance as starting points [11].
How much guidance should intelligent interfaces provide for HCPs
trying to find causes for poor care provisioning? To what degree
should these interfaces restrict actions likely to lead to spurious
conclusions akin to p-hacking? To our knowledge, current health
registries do not provide HCPs with guidance to analyse data sta-
tistically or understand findings from complex machine learning
models. How, and how many insights requiring human follow-up
should intelligent dashboards present to users? What roles should
auditing and logging interactions play? How should conversational
user interfaces integrate with data dashboards, visualisations and
draw on tools such as data storytelling?

Engagement and motivation: Participation of patients in user-
centred design has the potential to improve individualised health-
care decisions by better meeting user needs. Engagement among
patients may be low if they do not perceive the technology as
beneficial to their health and well-being. While previous research
highlights the importance of understanding people’s motivation
to perform self-care activities and use self-monitoring technolo-
gies [15], motivating people to engage in self-care is hard and little
is known about attitudes towards and potential barriers to patient
engagement with design [38]. How do we, intrinsically or extrin-
sically, motivate patients with different outlooks, e.g. those who
are not interested in taking a more active stance in their health
care? How does motivation depend on other aspects? Do we need
to motivate clinicians entering and analysing data and if so, how?
How to best motivate patients to participate in data-driven tech-
nology development and evaluation, particularly for elderly and
disabled patient groups? What are the cost-effective incentives to
improve patient engagement as well as the utilisation of the devel-
oped technology? How can we nudge users despite the asymmetry
between patients and clinicians that currently impedes the sharing
and reviewing of recorded data [32]?

Accessibility and understanding: How easily can the pro-
cesses for data entry and review be understood and undertaken
by novice users who may have cognitive, communicative, sensory
and/or mobility disabilities? How can systems accommodate the

needs of users with existing, newly acquired, or degenerative con-
ditions over time? In cases of severe impairments, how can design
support users to engage in data collection and reflection activities?
Ethical and regulatory standards are high for decision-making that
directly impacts patients’ health and care (patient-facing) or indi-
rectly impacts patients through changes in health care provisioning
(HCP-facing). How do we best onboard patients and clinicians?
How can we make complex, AI-supported, decision support tools
more transparent and accessible to patients and caretakers (c.f. [2])?
How might we provide insights from decision support tools, which
are actionable for people to manage their health [25].

Trust and data veracity: How do we address shortcomings in
conversational ability of intelligent interfaces that might erode trust
in the provided insights and advice? How should advice dispensed
by automated decision making systems be validated and who bears
responsibility when the individual profile data providing the basis
for the advice is inaccurate? How should systems structure interac-
tions to assess and cross-check entered data to ensure high veracity
that does not burden HCPs (c.f. [40])?

Privacy:How dowe effectively employ data minimisation strate-
gies to ensure privacy and, at the same time, create rich repositories
and registries of data? Data-driven projects may want to collect
data for unforeseen purposes e.g. to avoid Simpson’s paradox [39],
combine data-sets, or even create “data lakes”. This becomes a pri-
vacy issue, since there can be significant expansion of user profiling
activities, inference of new data, etc. How do we create friendly
consent interfaces that do not impede on-boarding processes and
still meet their purpose? How can patient and user consent be man-
aged dynamically? For example, when users change their minds, or
are asked for consent for additional data and processing purposes
[19, 22]. How do we effectively return control of data to users? How
can we enable transparency and the ability to intervene in systems
so that users know what data has been collected, how it is pro-
cessed and who has been accessing the data? This must specifically
allow users to exercise various privacy rights [18] such as access,
correction, deletion and object processing whenever possible in the
healthcare context.

3 ORGANIZERS
• Alfie Abdul-Rahman is a Lecturer at the Department of
Informatics, King’s College London. Her research interests
include information visualisation, visual analytics, computer
graphics, and digital humanities.

• Leigh Clark is a Senior UX Researcher at Bold Insight UK.
His research focuses on the domain of conversational user
interfaces (CUIs) and how they can be made more inclusive
and trustworthy.

• Vasa Curcin is a Professor of Health Informatics at King’s
College London and leads the Biomedical Informatics Group
focusing on learning health systems, including guideline-
based decision support systems, application ofmachine learn-
ing methods to novel data sources, such as social networks,
and standardising big data analytics.

• Nervo Verdezoto Dias is a Senior Lecturer at Cardiff Uni-
versity. He has investigated how people use self-monitoring
technologies in their everyday life and how these shape their
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everyday practices, clinical encounters and decision mak-
ing. His recent work investigates healthcare infrastructures
in the Global South and how socio-technical and cultural
practices influence maternal and child health practices and
pregnancy complications.

• Zhiqiang Huo is a Research Associate at the Department
of Population Health Science, King’s College London. His
research lies in applying data to improve patients’ healthcare
and outcomes, including designing and developing patient-
centred dashboards and applying AI to improve clinical
decision-making.

• Leonardo Horn Iwaya is an Associate Senior Lecturer at
the Department of Mathematics and Computer Science, Karl-
stad University. His work focuses on the privacy and security
aspects of digital health, especially mobile health (mHealth)
and ubiquitous health (uHealth) systems.

• Hendrik Knoche is an associate professor at the Faculty of
IT and Design at Aalborg University. His research focuses
on human computer interaction in the health domain on
creating accessible and engaging data-driven experiences for
patients to support their recovery and rehabilitation efforts.

• Oliver Lemon is a Professor in the Department of Computer
Science at Heriot-Watt University, Edinburgh. His research
focuses on conversational AI, Natural Language Processing
(NLP), and Human-Robot Interaction (HRI), with applica-
tions in healthcare systems.

• Robert Mikulik is a professor at the Department of Neu-
rology at St. Ann’s Hospital in Brno. His main research and
professional interests are diagnostics, treatment and preven-
tion of acute stroke, and stroke care organization and its
quality. For the latter, he founded the stroke registry RES-Q
currently used by 1700+ hospitals worldwide.

• Timothy Neate is a Lecturer at the Department of Infor-
matics, King’s College London. His work considers human-
computer interaction and accessibility, focusing on interac-
tion techniques to support communication and creativity.

• Abi Roper is a Research Fellow at the School of Health and
Psychology at City, University of London. She is a qualified
speech and language therapist and her work focuses on
supporting and promoting access to technology for people
with communication disabilities.

• Milo M. Skovfoged is a PhD student at the Faculty of IT
and Design at Aalborg University. His research on focuses
using human-computer interactions to motivate patients to
continuously collect health data.

• Stephanie Wilson is Professor of Human-Computer Inter-
action at City, University of London. Her research focuses
on human-computer interaction for digital health, and in-
clusive interaction design for people with communication
impairments.

• HamzahZiadeh is a PhD student at the Faculty of IT andDe-
sign at Aalborg University. His research focuses on human-
computer interactions between healthcare clinicians and
exploratory data dashboards to improve the quality of care
provided to patients.

4 WORKSHOP LOGISTICS
4.1 Presence
A workshop website will be the central point for communication
before and after the workshop. It will contain the details of the
call for participation, submission instructions including deadlines,
participant submissions, the workshop agenda, and relevant media
on the topics of discussion and if called for the links to all virtual
attendance and collaboration tools.

Should it not be possible to run the workshop physically due to,
e.g., Covid restrictions, we will rely on the following fall-back plan.
The workshop will run over Zoom, Remo or similar platforms for
forum discussions and breakout rooms. Collaborative work during
the session will be supported through collaborative tools such as
Miro, and communication through Discord channels or similar. In
case of a hybrid event, we will follow the above approach for the
online participants.

4.2 Attendees
We will welcome 20-25 attendees interested in the workshop topics
coming from different interdisciplinary backgrounds including pa-
tients, patient advocacy groups, health care professionals, care man-
agers, researchers from social sciences, health science, science and
technology, and HCI backgrounds, as well as regional professional
groups for a diverse and complimentary audience. Solicitation will
include, targeted emails to authors of cited references, online chan-
nels like social media and mailing lists, and professional networks,
e.g., relevant COST actions. Prospective attendees will submit a
one-page position paper or other format containing a mini-bio and
their ongoing, past, or planned work.

5 WORKSHOP STRUCTURE
5.1 Call for Participation
Drawing on the themes, challenges, and research questions detailed
in Section 2, we will invite authors to submit a position paper of up
to one page (ACM single-column format) detailing their interest,
past, current, and future work in the topic. Position papers in PDF-
format are due by February 14, 2023. We will elicit position papers
from a variety of perspectives using our channels. We will reach
out to our immediate ‘HCI’ audience through channels such as CHI
meta and the SIGCHI mailing lists. We will also aim to invite and
bring people from outside the traditional CHI audience to the ses-
sion – e.g., clinicians, patients, patient advocacy groups, industrial
partners. We will target these through our established networks and
patient-participation involvement (PPI) groups. Submissions will be
reviewed by the workshop organisers. Acceptance will be based on
relevance and the potential of the position paper and its authors to
generate discussions at the workshop. At least one author of an ac-
cepted position paper must attend the workshop; registering for at
least one day of the conference. For more detailed information they
can visit the workshop website: https://iddhi2022.create.aau.dk/.

5.2 Pre-Workshop Activities
We will hold two online cafés over Zoom with support from a Miro
board amending a poster of user journeys and scenarios as a starting

https://iddhi2022.create.aau.dk/
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Figure 1: Poster for: Two user journeys 1. Improving health care provisioning (health care professionals, top) and Moving
towards self-care (patients, bottom) serve as a starting point for guiding the collaborative brainstorming and discussions around
the challenges and research questions. Placeholders signify the opportunity for attendees to add scenarios anywhere in the
timelines during the cafés and the workshop.

poing (see Figure 1) to refine and elicit further scenarios and design
tensions for discussion at the workshop.

5.3 Workshop Design
The workshop will start with a brief welcome of the organisers
and introduction of the agenda and goals of the workshop. This
includes two motivational video vignettes one of a patient one from
an HCP, which we will produce upon acceptance of the workshop.

Activity Duration

Welcome and agenda 20 minutes
Icebreaker and participant introductions 45 minutes
Coffee break 15 minutes
Interactive exercise I 120 minutes
Group lunch 60 minutes
Sharing of exercise I work (show and tell) 60 minutes
Reshuffled interactive exercise II 60 minutes
Coffee break 15 minutes
Summary from exercise II 45 minutes
Wrap-up and next step planning 20 minutes

Table 1: Workshop timeline: To be updated based on the
number of registered attendees.

Ice-breaker activities will include participant introductions, elic-
iting their expectations, and affinity mapping of their interests
based on their workshop submissions. A coffee break will provide
some mingling before the first interactive exercise facilitated by
the organisers based on the user journey scenarios poster depicted
in Figure 1. Current scenarios include on-boarding, data entry, data
checking, interpreting and reviewing data, providing/receiving ad-
vice and information, sharing emotions and data, utilising collected
data, settings goals, connecting with others, and promoting change.
The participants will elaborate on challenges and opportunities for

the different scenarios vis-a-vis and drawing on the design tensions
to identify themes and document them on the poster through post-
its. After lunch, the break-out groups will share summaries of their
deliberations based on the posters and then re-shuffle for a follow-
up elaboration and reflection exercise to work on gaps, differences,
and contradictions identified during the sharing round. A second
coffee break will precede the final presentations from the second
break-out round. The workshop will wrap up with discussions and
details on the post workshop plan.

5.4 Post-Workshop Plans
We will keep the website as an online repository of the position
papers and a starting point for people who want to reach out to
currently interested parties in the domain. Based on the created
artefacts, discussions, and analysis we propose to prepare an article
in a special interest magazine (e.g. ACM Interactions), which would
hopefully lead to a roadmap or white paper on the topic in e.g.
IJHCS, Interacting with Computers. In case of sufficient interest
from the participants, we will form a team to submit a proposal for
a follow-up Dagstuhl seminar to explore the topic in more depth,
and potentially work on larger (e.g. EU-funded) bids with our new
topic alignment.
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